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Abstract

We implemented an initial application
of a sentence-trimming approach (Trim-
mer) to the problem of multi-document
summarization in the MSE2005 and
DUC2005 tasks. Sentence trimming
was incorporated into a feature-based
summarization system, called Multi-
Document Trimmer (MDT), by us-
ing sentence trimming as both a pre-
processing stage and a feature for sen-
tence ranking. We demonstrate that we
were able to port Trimmer easily to this
new problem. Although the direct im-
pact of sentence trimming was minimal
compared to other features used in the
system, the interaction of the other fea-
tures resulted in trimmed sentences ac-
counting for nearly half of the selected
summary sentences.

1 Introduction

This paper presents an initial application of
UMD/BBN’s  single-document ~ summariza-
tion approach (Trimmer), to the problem of
multi-document summarization.  Trimmer uses
linguistically-motivated heuristics to trim syn-
tactic constituents from sentences until a length
threshold is reached. Trimmer was designed
with the intention of compressing a lead sentence
into a space consisting of tens of characters.
Given that MSE2005 and DUC2005 required a
longer summary based on inputs from different
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sources, we investigated the feasibility of applying
sentence trimming approach to multi-document
summarization.

We incorporated sentence trimming into a
feature-based summarization system, called
Multi-Document  Trimmer (MDT), by using
sentence trimming as both a pre-processing stage
and a feature for sentence ranking. Trimmer is
used to pre-process the input documents, creating
multiple partially trimmed sentences for each
original sentence.  The number of trimming
operations applied to the sentence is used as a
feature in the sentence ranker.

We demonstrate that we were able to port Trim-
mer easily to this new problem. Although the im-
pact of sentence trimming was minimal compared
to other features used in the system, the interaction
of the other features resulted in trimmed sentences
accounting for nearly half of the selected summary
sentences.

The next section relates our approach to other
existing summarization systems. Following this,
we describe the MDT approach and then present
the results of running our system in the DUC2005
task.

2 Background

A successful approach to extractive multi-
document summarization is to rank candidate sen-
tences according to a set of factors, iteratively re-
ranking to avoid redundancy within the summary.
MEAD (Radev et al., 2004; Erkan and Radev,
2004) ranks documents according to a linear com-
bination of features including centroid, position



and first-sentence overlap. Once a set of sentences
has been chosen as the summary, all sentences
are rescored with a redundancy penalty based on
word overlap with the chosen sentences. A new set
of summary sentences is chosen based on the re-
ranking. This is iterated until there are no changes
in the summary. MDT differs in that syntactic
trimming is used to provide shorter, but still gram-
matically correct, variants of the sentences as can-
didates. Also, MDT treats redundancy as a dy-
namic feature of unselected candidates.

Syntactic shortening has been used as in multi-
document summarization in the SC system (Blair-
Goldensohn et al., 2004). The SC system pre-
processes the input to remove appositives and rela-
tive clauses. MDT differs from SC in that a wider
variety of syntactic structures are candidates for
trimming, and that multiple trimmed variants of
each sentence are provided.

Minimization of redundancy is an important el-
ement of a multi-document summarization sys-
tem. Carbonell and Goldstein (1998) propose
Maximal Marginal Relevance (MMR) as a way of
ranking documents found by an Information Re-
trieval system so that the front of the list will con-
tain diversity as well as high relevance. Gold-
stein, Mittal, Carbonell and Kantrowitz (2000)
demonstrate MMR applied to the problem multi-
document summarization. MDT borrows the rank-
ing approach of MMR, but uses a different set of
features. MDT, like MEAD, uses feature weights
that were optimized to maximize an automatic
metric.

3 Multi-Document Trimmer

MDT consists of a three-stage process. Firstasyn-
tactic trimmer is used to provide multiple trimmed
versions of each sentence in each document of a
topic set. Each of these trimmed variants is given
a relevance score, either to a query if one is avail-
able, or to the topic set as a whole. Finally sen-
tences are chosen according to a linear combina-
tion of features.

We used six features in ranking the candidate
sentences.

o Fixed features

— Position. The zero-based position of the
sentence in the document.

— Sentence Relevance. The relevance
score of the sentence to the query or the
topic set.

— Document Relevance. The relevance
score of the document to the topic set.

— Trims. The number of trimmer rules ap-
plied to the sentence.

e Dynamic features

— Redundancy. A measure of how similar
the sentence is to the current state of the
summary.

— Sent-from-doc. The number of sen-
tences already selected from the sen-
tence’s document.

The score for a sentence is a linear combination
of these six features.

3.1 Syntactic Sentence Trimming

We use Trimmer (Dorr et al., 2003; Zajic et al.,
2004) to provide multiple trimmed versions of
the sentences in the documents. Trimmer uses
linguistically-motivated heuristics to remove low-
content syntactic constituents until a length thresh-
old is reached. In the context of multi-document
summarization, each intermediate stage of trim-
ming is presented as a potential summary sen-
tence.

The following example shows the behavior of
Trimmer as trimming rules are applied sequen-
tially to a sentence from the MSE2005 test set.
The first example is the original sentence. In each
example, the constituent to be removed next is
shown in italics. Ideally, each application of a
trimming rule yields a grammatical sentence.

(1) after 15 years and an investigation involving
thousands of interviews, canada’s police have
arrested the men they say masterminded the
deadliest-ever bombing of an airplane.

(2) after 15 years and an investigation involving
thousands of interviews, canada’s police have
arrested the men they say masterminded the
deadliest-ever bombing.



(3) after 15 years and an investigation involv-
ing thousands, canada’s police have arrested
the men they say masterminded the deadliest-
ever bombing.

(4) canada’s police have arrested the men they
say masterminded the deadliest-ever bomb-

ing.
(5) canada’s police have arrested the men.

MDT excludes certain document-initial mate-
rial from the summary. In particular, datelines
from written news and low-content introductory
sentences from broadcast news. The Trimmer
component of MDT identifies the first content sen-
tence of a document as the first sentence con-
taining six or more words. It does not generate
trimmed or untrimmed versions of any sentences
that precede the first content sentence.

The Trimmer component of MDT also differs
from single document Trimmer in that punctua-
tion is preserved from the original document. In
the context of single document headline genera-
tion, punctuation was entirely removed from head-
lines. Punctuation took up character space, and
the removal of punctuation usually did not inter-
fere with human understanding of the generated
headlines. In the context of multi-document sum-
marization, the inclusion of punctuation does not
take up space, because summary size is measured
in words, not characters. Also, punctuation has a
much larger effect on the readability of the sum-
maries.

3.2 Sentence Relevance Scoring

The relevance score is broken down into two sep-
arate components: the matching score between
a trimmed sentence and the query, and a simi-
larity score between the document containing the
trimmed sentence in question and the entire cluster
of relevant documents. We assume that sentences
having higher term overlap with the query and sen-
tences originating from documents more “central”
to the topic cluster are preferred for inclusion in
the final summary.

The matching score between a trimmed sen-
tence and the query is an idf-weighted count of
overlapping terms (number of terms shared by the

two text segments). Inverse document frequency
(idf), a commonly-used measure in the informa-
tion retrieval literature, can roughly capture the
salience terms. The idf of a term t is defined by
log(N/c;), where N is the total number of docu-
ments in a particular corpus, and ¢; is the num-
ber of documents containing term t; these statis-
tics were calculated from one year’s worth of LA
Times articles. Weighting term overlap by in-
verse document frequency captures the intuition
that matching certain terms is more important than
matching others.

The similarity between a particular document
and the cluster of relevant documents was cal-
culated using Lucene, a freely-available off-the-
shelf information retrieval system. This basic intu-
ition is that certain documents are more “central”
to the topic at hand; all things being equal, sen-
tences from such documents should be preferred.
This similarity score is the average of the doc-
ument’s similarity with every relevant document
in the cluster (as measured by Lucene’s built-in
comparison function). In order to obtain an ac-
curate distribution of term frequencies to facilitate
the similarity calculation, we indexed all relevant
documents along with a comparable corpus (one
year of the LA Times)—this additional text es-
sentially serves as a background model for non-
relevant documents.

3.3 Redundancy Scoring

To measure how redundant a sentence is with re-
spect to the current state of the summary, we imag-
ine that a candidate sentence has been generated
from a combination of the current state of the sum-
mary and the general language. The parameter A
denotes the probability that a word from the can-
didate was generated by the current summary, and
(1 —)) is the probability that the word was gener-
ated by the general language. We have set A = 0.3
as a conventional starting value, but have not yet
tuned this parameter.

Suppose that a candidate is fully redundant to
the current summary. Then the probability that a
word w occurs in the candidate is

P(w) = AP(w|D) + (1 — \)P(w|C)

where D is the current state of the summary and C



is the corpus (in this case, the concatenation of all
the documents in the topic set). We calculate the
probabilities by counting the words in the current
summary and the documents of the topic set:

count of win D
P(w|D) =
(w|D) sizeof D

count of win C
size of C
We take the probability of a sentence to be the

product of the probabilities of its words, so we cal-
culate redundancy as:

P(w|C) =

Redundancy(S) = H AP(s|D) + (1 = A)P(s|C)

SES

For ease of computation, we actually use log prob-
abilities:

> log(AP(s|D) + (1 — A)P(s|C))
SES

If a candidate sentence is truly redundant to the
current summary, it will have a relatively high
probability of having been “generated” in this way.
If it is non-redundant it will have a low probability.

Prior to calculating the redundancy score, we
remove stopwords and apply the Porter Stemmer
(Porter, 1980) to the sentence, the current sum-
mary and the corpus.

3.4 Sentence Selection

The score for a sentence is a linear combination of
the six features described above. The highest rank-
ing sentence from the pool of eligible candidates
is chosen for inclusion in the summary. When
a candidate is chosen, all other trimmed variants
of that sentence are eliminated. After a sentence
is chosen, the dynamic features, redundancy and
sent-from-doc, are re-calculated, and the candi-
dates are re-ranked. Sentences are added to the
summary until the space is filled. Once the space is
filled, the sentences of the summary are re-ordered
so that sentences from the same document occur
together, in the same relative order that they oc-
curred in the original document. The final sen-
tence of the summary will be truncated if it goes
over the word limit.

The weights for the factors were determined
by manually optimizing on a set of training data

Feature Submitted | Revised
Weight Weight
Position -1 -10
Relevance 20 28
Trims -2 —00
Redundancy -20 -20
Sent-from-doc | -0.5 -3

Table 1: MSE2005 Tuned Feature Weights

to maximize the ROUGE-2 recall score (Lin and
Hovy, 2003), using ROUGE version 1.5.5. MDT
can be configured to prevent any trimmed sen-
tences from appearing in the summary by setting
the trim weight to —oc.

4 MSE2005 Evaluation

The Multilingual Summarization Evaluation
(MSE) 2005 task was to generate 100-word
summaries for 25 clusters of documents. Each
cluster of documents consisted of news stories
about a single event, some originally in English
and others translated into English from Arabic.
The MSEZ2005 task did not include queries or
topic descriptions for the topic clusters. We used
a single relevance calculation, the relevance of the
sentence to the topic cluster. The feature weights
were manually optimized to maximize ROUGE-2
recall for the MSE2005 training data. MDT was
run on the MSE2005 test data using these weights.
The optimized weights for the submitted system
are shown in Table 1.

Table 2 shows the ROUGE scores and relative
ranks of the version of MDT that was submitted
to the MSE2005 evaluation. After the evaluation,
we ran an improved version of MDT that removed
datelines from consideration and made some im-
provements to the trimming component on the
same data. Feature weights were re-optimized to
maximize ROUGE-2 recall of the revised MDT
system for the MSE2005 training data, and the
revised weights are also shown in Table 1. We
found that the optimal weight for trimming rules
in the submitted system was -2, but the optimal
weight for the revised system was —oo, which
would prevent any trimmed variants from appear-
ing in the summary. We ran the revised MDT on
the MSE2005 test data with three settings of trim
weight: —oc, -2 and 0. A weight of zero effec-



ROUGE | Avg Recall Avg Precision | Avg F

1 0.39780 (10) | 0.40926 (15) | 0.40340 (12)
2 0.11849 (16) | 0.12193 (15) | 0.12017 (18)
3 0.04821 (20) | 0.04971 (21) | 0.04894 (20)
4 0.02500 (24) | 0.02586 (24) | 0.02542 (24)
L 0.35424 (11) | 0.35506 (15) | 0.35004 (12)
W-1.2 0.11740 (11) | 0.22702 (15) | 0.15472 (12)

Su4

0.14971 (16)

0.15420 (18)

0.15190 (18)

Feature Weight | Avg for Avg for
Summ. Sents | All Sents
Position -3 0.5781 24.26
Sent Rel 0.05 11.20 4533
Doc Rel 35 0.3508 0.07333
Trims 0 0.9983 1.806
Redundancy -5
Sent from Doc | -0.75

Table 2: ROUGE scores for MDT (System 19) in
MSE2005, with ranks out of 27 automatic systems

Trim Avg R-1 | Avg R-2 | Avg R-SU4
Weight | Recall Recall Recall

0 0.39062 | 0.13193 | 0.15617

-2 0.40287 | 0.13143 | 0.16122
—00 0.40477 | 0.13039 | 0.16122

Table 3: Avg ROUGE recall scores for revised sys-
tem on MSE2005 data

tively removes the number of trims as a ranking
factor. The ROUGE-2 average recall for these runs
are shown in Table 3.

The ROUGE scores for the revised MDT on
the MSE2005 data show that the use of trimming
increases the ROUGE-2 score by a small, non-
significant amount, even though the optimized
weight on trim rules for the training data was
—oo. However the ROUGE-1 and ROUGE-SU4
scores rank the three weights in different orders,
again with non-significant differences. This sug-
gests that 24 data points (the number of topics
in the MSE2005 training data) may not be suffi-
cient to optimize 5 independent factors, and that
the ROUGE scores do not show whether the use
of trimming improved the performance of MDT
on the MSE2005 test data or not.

The MSE submissions were also evaluated us-
ing the Pyramid method (Nenkova and Passon-
neau, 2004). Peer and model summaries are man-
ually searched for summarization content units
(SCUs) of differing importance. The more impor-
tant or central SCUs carry more weight in the scor-
ing. The Pyramid score measures the proportion
of good SCUs in the summary, and corresponds
to precision. The modified pyramid score is the
proportion of good SCUs to the number of good
SCUs that one would expect in a summary of the
given size. Modified pyramid scores correspond to
recall. MDT got the third highest Pyramid score of

Table 4. DUC2005 Feature Weights, and average
values of static features for candidate sentences in
the DUC2005 test data.

ten peer systems on the MSE 2005 task, and was
fifth out of ten for the modified pyramid score.

5 DUC2005 Evaluation

The DUC2005 task was to generate 250-word
summaries for 50 sets of documents. The mem-
bers of each document set were selected to con-
tain information about a topic query, even though
the documents might not be primarily about the
topic. The summaries were to focus on infor-
mation relevant to the topic query. The feature
weights for the six features were manually op-
timized to maximize the ROUGE-2 recall score
on the eleven DUC2005 sample topics, using ref-
erence summaries that we created. The feature
weights are shown in Table 4, along with the av-
erage values of the features for the candidate sen-
tences that were chosen to be in the summaries,
and for the all of the candidate sentences from the
DUC2005 test data.

The small positive weight on sentence relevance
reflects the relatively large values of this factor
among all the candidates. The small weight pre-
vents sentence relevance from swamping the other
factors. Similarly, the large positive weight on
document relevance reflects the small values of
that factor, and prevents the document relevance
from being swamped by the other factors. Note
that among all the candidates the average num-
ber of applied trimming rules is just under two,
while for the selected sentences it is just under
one rule. Even though the feature weight of zero
means that the trim rule feature doesn’t affect a
sentence’s score, the other factors combine to fa-
vor some trim rule applications and reject others,
which is the desired behavior. The distribution of



N | Number of Summary
Sentences with N
Applied Trim Rules
314

137

43

29

24
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Table 5: Distribution of number of trim rules ap-
plied to summary sentences in the DUC2005 test
data

N | Number of Documents
contributing N sents
to a summary

1241

188

106

40

6
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5
0
1

Table 6: Distribution of number of sentences
contributed to a summary from a document for
DUC?2005 test data

number of trim rule applications in the selected
sentences is shown in Table 5. Of the 576 candi-
dates selected to appear in the DUC2005 test data
summaries, 262 or 45% had at least one trimming
rule applied to them.

The distribution of summary sentences from
documents, shown in Table 6 shows that the neg-
ative Sentence from Document weight was effec-
tive at limiting the number of summary sentences
selected from a single document.

Table 7 shows the ROUGE scores for MDT on
the DUC2005 test data with ranks out of 32 sub-
mitted systems. MDT generally ranked higher for
recall than for precision, suggesting that MDT is
currently more successful at finding relevant con-
tent than it is at weeding out irrelevant content.

The DUC2005 evaluation also included human
judgments of linguistic quality and responsiveness
to the query. The scores and ranks for MDT on
these human evaluations are shown in Tables 8 and

ROUGE | Avg Recall Avg Precision | Avg F

1 0.33940 (20) | 0.32898 (31) | 0.33403 (23)
2 0.05520 (24) | 0.05360 (23) | 0.05437 (25)
3 0.01298 (24) | 0.01261 (29) | 0.01279 (26)
4 0.00544 (25) | 0.00528 (28) | 0.00536 (25)
L 0.31331 (19) | 0.30368 (29) | 0.30835 (21)
W-1.2 0.09056 (19) | 0.16232 (29) | 0.11621 (20)
Su4 0.10970 (22) | 0.10632 (31) | 0.10796 (24)

Table 7: ROUGE scores for MDT (System 27),
with ranks out of 32 automatic systems

Question Avg Score | Rank
Grammaticality 2.83 40
Non-Redundancy 4.36 32
Referential Clarity 2.89 29
Focus 2.73 37
Structure & Coherence | 1.57 42

Table 8: Linguistic scores for MDT (System 27)
with ranks out of 42, including humans

9. We believe that the extremely low score for
grammaticality reflects the fact that trimmed sen-
tences were actually getting into the summaries.
Although Trimmer attempts to preserve grammat-
icality, it is to be expected that Trimmer will not
preserve grammaticality as well as simply extract-
ing sentences and leaving them alone. In the
area of non-redundancy, MDT scored well, but
so did most other systems, indicating that non-
redundancy is not a difficult property to achieve.
The low scores in coherence and referential clarity
correctly reveal that MDT does not yet have any
mechanism for dealing with units larger than the
sentence.

A pyramid evaluation was done on 28 of the
DUC2005 submissions. Table 10 shows the per-
formance of MDT in the DUC2005 pyramid eval-
uation. MDT ranked higher among submitted sys-
tems in the MSE2005 Pyramid evaluation than in
the DUC2005 Pyramid evaluation. The DUC2005
task differed from the MSE2005 task in two im-
portant ways: the summary length was longer (250

Avg Score | Rank
Including humans 15.64 32 0f 42
Not including humans | 15.52 22 0f 32

Table 9: Average Scaled Responsiveness scores
for MDT (System 27) with ranks



Rank
22 of 28
22 of 28

Avg Score
0.17453
0.14015

Pyramid Score
Modified Pyramid Score

Table 10: Average Pyramid scores for MDT (Sys-
tem 27) with ranks

vs 100 words) and the topic clusters were gener-
ated by a query. MDT may be doing a better job at
identifying primary content than at distinguishing
among possible secondary content. In this case,
it would fill a shorter summary with good con-
tent, but include irrelevant content for much longer
summaries. The bias in favor of high-relevance
sentences appearing at the front of a document
should be weaker if there is a query or topic de-
scription available, as in the DUC2005 task. How-
ever, the query-focused version of MDT used in
DUC2005 was less likely to select a sentence far
from the start of the document than the non-query
focused version used for MSE2005. The average
story position of a selected candidate was 0.55781
for DUC2005 and 1.211 for MSE2005, probably
a result of the difference in the optimized weight
for the position factor (-3 for DUC2005 and -1 for
MSE2005).

6 Conclusion and Future Work

We believe that the MSE2005 and DUC2005
evaluations of Multi-Document Trimmer indicate
that sentence compression by syntactic trimming
can be a useful tool in the context of multi-
document summarization. MDT must be aug-
mented with modules to improve summary coher-
ence and structure.

The current state of MDT represents our first ef-
fort to incorporate syntactic trimming into multi-
document summarization. We plan to analyze
MDT’s errors to determine why it did not se-
lect trimmed versions of sentences that actually
removed unimportant syntactic constituents. We
also plan to examine the output of the syntactic
trimmer to determine if it is actually providing ap-
propriate alternatives to the original sentences.
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